Real-Time Experiment Application Form Instructions

To support real-time experiments on the RDHPCS High-Performance Computing Systems and ensure that the jobs run at the highest reliability possible, we require more detailed information than for normal projects.  Therefore, it is required to complete this form in its entirety.  

Real-time experiments are workflows which have time constraints under which the must complete.  This execution model is quite common as they simulate operational workloads and let users support other research, which have time-critical events.  Real-time experiments are not a replacement for operational workloads.  While we attempt to ensure that real-time experiments complete on time, we provide no guarantees.  Experiments where data delivery could have an effect on life or property should NOT be run as real-time, but moved to operations.

The reason we ask these questions is to ensure the users have thought through what resources they really need.  The key to real-time experiments, reservations, cause scheduling challenges with the rest of the system workload.  Also, conflicts between two different real-time experiments can cause both not to complete successfully.  To ensure that all real-time workloads complete reliably and on time, we need the information requested on this form. 

The key feature of any real-time experiment is the deadline of completion.  After this time, the job is considered a failure and will be killed.  Users are allowed to specify the deadline, not the starting time.  By allowing users to do both, the problem of scheduling and packing resources becomes over constrained and resources are wasted.

For a project to be designated as real-time, it must meet the following requirements:

1) Already exist as a approved NOAA RDHPCS project 

2) That its on-time completion is critical to NOAA's core mission.

3) Approval by Management to run in real-time.

4) All workstreams (series of jobs that comprise the experiment) are controlled by the Jet workflow manager (http://rdhpcs.noaa.gov/boulder/workflowmgr/) or another mechanism that provides error checking and automated flow control

5) Completion of the real-time experiment application form

Guidelines for real-time projects:

1) Since reliable and consistent runs are a requirement of a real-time experiment, it is expected that minimal changes will be made to the workstreams.  Modifications to workstreams that require changes in requested resources must come in writing as updates to this application form.  Any changes to existing workstreams should be rigorously tested and timed to ensure that they do not cause any outages in data delivery.
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Real-Time Experiment Application Form

Please see the Real-Time Experiment Instructions as to how to fill out this template.

Real Time Experiment Overview

	Name of Experiment
	Arctic Hurricane Modeling

	Management Point of Contact (name, email)
	Denice.Smith, Denise.Smith@noaa.gov

	Technical Point of Contact (name, email)

- Lead person responsible for workstream implementation
	Darren Jones, Darren.B.Jones@noaa.gov

	Support Points of Contact 

- List of all users who should be notified in the case of technical issues (names, emails, phone number)
	Peter Jones, Peter.X.Jones@noaa.gov
Cyndi.Peters, Cynthia.Q.Peters@noaa.gov

	Date production runs are scheduled to start
	7/15/2012

	Date production runs are scheduled to end
	11/1/2012

	On which HPCS system will this run (Jet, HFIP, Zeus?
	HFIP


	Real-time justification:  Please explain why this job has to complete on a deadline.

The Arctic Hurricane Modeling project is developing new models and tool to improve hurricane prediction in the Arctic ocean.  Results are provided to the NHC for analysis and comparison to the current production runs.  These runs need to arrive on the same schedule as the operational runs do so they can be evaluated in real-time as they would if the came from operations.  Therefore, the runs must be there by +3:30 after the epoch time for consideration.




Real-Time Experiment Application Form - EXAMPLE
Workflow Overview:

	What is the basename name of this experiment (less than 10 characters)?
	Archurr

	What is the maximum number of simultaneous instances per epoch (number of tropical cyclones)?
	4

	To which allocated project is the RTE associated?
	Archurr

	Under which user will the jobs run?
	peter.smth


Data Requirements

	Please list from where the input data required for this RTE comes?  /public, /nwprod, other models, self transferred etc.?


	/public/data/grids/oceans/sst

/public/data/grids/atmos/solarwinds

	Base directory for work directory of model run?
	/lfs1/projects/archurr/rte

	What is the total amount of data (in GB) generated per experiment?
	500GB for each storm

	Where are these data transferred after the completion of the run?

- Provide primary customer, external system names, and data transfer methods
	Successful completion of runs requires output images to be transferred to the hurricane center


Job management

	Are you using the ESRL workflow manager?
	Yes

	If not, what mechanisms are you using to ensure correct workflow completion?
	

	Please specify the location and names of the batch scripts used in the runs.

If using the workflow manager, please provide the full path to the XML file.
	$BASE/XML/arctic-modeling.xml


Workflow Time Requirements

	How many times, and when, do the experiments start per day (these are the epochs for each RTE)?
	0Z,6Z,12Z,18Z

	Relaitive to the epoch, In hours:minutes, what is the deadline for completion of a run? 
	+3:30

	What is the earliest that the dependencies for the first model component are satisfied (in hours:minutes relative to the epoch)?
	45 minutes after epoch


Performance Characteristics

For each model component please provide timings regarding how they run.  Run one complete workflow and check the timings from each step.  Depending on the information provided, we may ask you to run cases with different core counts to allow us to better fill the system.

For serial jobs (single thread, single core), we need you to provide the runtime of those processes as well as the memory used during the process.

For parallel jobs (more than 1 MPI rank), we need you to run the case using several different core counts.  Provide what you believe is the idea core count, but also provide runtimes for cases that use less (by ½) and more (by 2x) cores.  A more complete scaling study is appreciated.  In most cases, we will ask for additional runs depending on the initial data provided.

To get the information required from completed jobs, do the following:

On Jet and Zeus:
# checkjob –v $JOB_ID

For runtime, look for the entry WallTime.  The time is in hours:minutes:seconds.

For memory used by a serial job, look for the entry Max Util Resources Per Task.

	Model Component
	Cores
	Runtime (Seconds)
	Memory used (for serial, in MB)

	Ungrib
	1
	677
	445

	Real-gfs
	1
	65
	1292

	Real-laps
	1
	833
	1300

	Metgrid-gfs
	1
	216
	2405

	Metgrid-laps
	1
	449
	2900

	Wrf
	64
	2206
	

	Wrf
	128
	3778
	

	Wrf
	192
	4223
	

	Wrfpost
	1
	234
	3320

	
	
	
	

	
	
	
	


Note: For the parallel job WRF, it was run at several sizes to provide a scaling study.  It is very desirable so system management can best fit your run into available resources.

Job Workflow Form

Please provide a graphical workflow of all of the tasks that make-up the job workflow.  One diagram is needed for each workflow.  Hand drawn pictures are acceptable.  Please include the name of the process as well as the number of cores that you estimate that you need.  If there is a dependency based on file output (like a post process which runs one time for each output file) please note it in the

Graphic.

[image: image1.png]Lproc [4proc [4proc

Jumsit. |msigrid. * freat

58l @epoch
L Taproc Taproc 32 proc. TLproc:
lmgterid LAPS) *rzal LApS) =3 yl
! e
w0 SZoopies

) @epoch + 25:30 min oo
Notes:

upto 52 copies




