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Real-Time Experiment Application Form

To support real-time experiments on the RDHPCS High-Performance Computing Systems and ensure that the jobs run at the highest reliability possible, we require more detailed information than for normal projects.  Therefore, it is required to complete this form in its entirety.  

Please see the end of this form for an example of how to fill it out.

Real-time experiments are workflows which have time constraints under which the must complete.  This execution model is quite common as they simulate operational workloads and let users support other research which have time-critical events.  Real-time experiments are not a replacement for operational workloads.  While we attempt to ensure that real-time experiments complete on time, we provide no guarantees.  Experiments where data delivery could have an effect on life or property should NOT be run as real-time, but moved to operations.

The reason we ask these questions is to ensure the users have thought through what resources they really need.  The key to real-time experiments, reservations, cause scheduling challenges with the rest of the system workload.  Also, conflicts between two different real-time experiments can cause both not to complete successfully.  To ensure that all real-time workloads complete reliably and on time, we need the information requested on this form. 

The key feature of any real-time experiment is the deadline of completion.  After this time, the job is considered a failure and will be killed.  Users are allowed to specify the deadline, not the starting time.  By allowing users to do both, the problem of scheduling and packing resources becomes over constrained and resources are wasted.

For a project to be designated as real-time, it must meet the following requirements:

1) Already exist as a approved NOAA RDHPCS project 

2) That its on-time completion is critical to NOAA's core mission.

3) Approval by Management to run in real-time.

4) All workstreams (series of jobs that comprise the experiment) are controlled by the Jet workflow manager (http://rdhpcs.noaa.gov/boulder/workflowmgr/) or another mechanism that provides error checking and automated flow control

5) Completion of the real-time experiment application form

Guidelines for real-time projects:

1) Since reliable and consistent runs are a requirement of a real-time experiment, it is expected that minimal changes will be made to the workstreams.  Modifications to workstreams that require changes in requested resources must come in writing as updates to this application form.  Any changes to existing workstreams should be rigorously tested and timed to ensure that they do not cause any outages in data delivery.

2) The project form must be updated every 12 months.

Project Overview

	Name of Project
	

	Source(s) and duration of funding for project:
	

	Management Point of Contact (name, email)
	

	Technical Point of Contact (name, email)

- Lead person responsible for workstream implementation
	

	Support Points of Contact 

- List of all users who should be notified in the case of technical issues (names, emails, phone number)
	

	Date code will be ready for system integration

- Date should be at least 2 weeks before runs start.  Code should be running correctly and in the time frame you expect.  The two weeks is for the system team to work with the project technical staff to get the workstream running properly in real-time
	

	Date production runs are scheduled to start
	

	Date production runs are scheduled to end
	

	On which HPCS system will this run (Jet, HFIP,NESCC)?
	


	Project justification.  Discuss areas of importance including why real-time completion is required, supporting NOAA’s core mission, connection to funding listed above, and external visibility for NOAA:




Please fill out the remainder of the questions for each workstream. If necessary, create new copies of the following pages.  For example, if full project consists of two separate workstreams, complete the following pages for each of them.  If there is only a slight difference between them (ex. All runs start at 20 minutes after the hour, except 0z and 12z which start at 45 minutes after the hour), just provide both cases within the same form.

See the example completed form for help on answer each question.

Data Availability

	For each data source used, please provide the data source (ex: NAM), path to the data on the system, and the file types (ex: Grib)


	

	What is the model resolution? (or multiple for nested configurations).  If there are multiple components to the workstream of different resolutions, please list them all.
	

	What is the forecast duration of each model run?
	

	What is the output frequency for the model run?
	

	Describe the amount and location of data produced

- Number of files, size of files, location of output directories
	

	Where are these data transferred after the completion of the run

- Provide primary customer, external system names, and data transfer methods
	


Job management

	Are you using the workflow manager?
	

	If not, what mechanisms are you using to ensure correct workflow completion?
	

	Please specify the location and names of the batch scripts used in the runs.

If using the workflow manager, please provide the full path to the XML file.
	

	Please specify the location and naming convention for all logs produced by the runs.  Please be specific as to which log files are generated by each workflow component.
	

	What external dependencies does this workflow have?:

- External dependencies can be other jobs and data and can be existing jobs on Jet or external to the system.
	

	Define metrics for successful workflow completion from the customer’s perspective. Include:

· Number of files

· First system outside of Jet where the files are delivered

· Drop deadline of customer data access
	


Workflow Time Requirements

	Relative to the top of the hour of each case, when do the workflows start?

· Ex: hourly, 0z and 12z, daily, etc

· This is referred to as the epoch
	

	In hours:minutes, what is the deadline for completion of a run (relative to the epoch)?  
	

	For each data type, what is the earliest time that the input data will be available?

- Please provide the answer in the minutes after the hour that represents the run, this answer is probably the same as the question above
	


System Dependencies

	Under which user will the workflow run?
	

	Under which group will the workflow run?
	

	Uner which account will the workflow run?
	

	Which filesystems does the workflow use? Please provide the full path to the root of the workstream, or provide enough detail to know where things are run if there are multiple.
	


Parallel Performance Characteristics:

For each component of the workflow that is parallel, please provide a performance scaling study.  This means, run that component with a range of cores from the smallest that will fit in memory to 2x the number you believe you will need to use.  Please provide at least 5 data points.  To time this, submit the script and when it is completed, look up the time used in SGE with the command:

# user_qacct  -j $JOB_ID

Look for the entry ru_wallclock.  The time is in seconds.

Note: The number of cores used should be a multiple of the number of cores per node (ex; tJet and NESCC have 12 cores/node).   Please indicate the cores requested by the batch system as well as the cores actually used as well as the layout of the cores on each node (the difference could be caused by I/O cachers).  Add more tables as necessary.

	Model/Cores
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	

	
	
	
	
	
	


Serial Performance Characteristics:

For each component that is serial (uses only 1 core), report the amount of memory that is used.  To do this, run the code then inspect the SGE log information:

# user_qacct –j $JOB_ID

Look for the entries maxvmem and ru_wallclock. The entry maxvmem shows the memory used by the job.  The entry ru_wallclock shows the wallclock time used by the job.

	Component
	
	
	
	

	Mem Usage
	
	
	
	

	Wallclock Time
	
	
	
	


Compiler Options

Please provide the compiler name and optimizations used to build each component of the workflow:

	Executable Name
	Compiler
	Optimizations

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	

	
	
	


The Job Name should match the naming convention in the sections above.  The compiler is either Intel or PGI.  If you are using the system defaults, just say “default”.  List all optimizations use to compile that model component (eg. -O3 -xT -pad).

Job Workflow Form

Please provide a graphical workflow of all of the tasks that make-up the job workflow.  One diagram is needed for each workflow.  Hand drawn pictures are acceptable.  Please include the name of the process as well as the number of cores that you estimate that you need.  If there is a dependency based on file output (like a post process which runs one time for each output file) please note it in the

Graphic.

REAL-TIME EXPERIMENT FORM EXAMPLE

Real-Time Experiment Application Form

To support real-time experiments on the RDHPCS High-Performance Computing Systems and ensure that the jobs run at the highest reliability possible, we require more detailed information than for normal projects.  Therefore, it is required to complete this form in its entirety.  

Please see the end of this form for an example of how to fill it out.

Real-time experiments are workflows which have time constraints under which the must complete.  This execution model is quite common as they simulate operational workloads and let users support other research which have time-critical events.  Real-time experiments are not a replacement for operational workloads.  While we attempt to ensure that real-time experiments complete on time, we provide no guarantees.  Experiments where data delivery could have an effect on life or property should NOT be run as real-time, but moved to operations.

The reason we ask these questions is to ensure the users have thought through what resources they really need.  The key to real-time experiments, reservations, cause scheduling challenges with the rest of the system workload.  Also, conflicts between two different real-time experiments can cause both not to complete successfully.  To ensure that all real-time workloads complete reliably and on time, we need the information requested on this form. 

The key feature of any real-time experiment is the deadline of completion.  After this time, the job is considered a failure and will be killed.  Users are allowed to specify the deadline, not the starting time.  By allowing users to do both, the problem of scheduling and packing resources becomes over constrained and resources are wasted.

For a project to be designated as real-time, it must meet the following requirements:

6) Already exist as a approved NOAA RDHPCS project 

7) That its on-time completion is critical to NOAA's core mission.

8) Approval by Management to run in real-time.

9) All workstreams (series of jobs that comprise the experiment) are controlled by the Jet workflow manager (http://rdhpcs.noaa.gov/boulder/workflowmgr/) or another mechanism that provides error checking and automated flow control

10) Completion of the real-time experiment application form

Guidelines for real-time projects:

1) Since reliable and consistent runs are a requirement of a real-time experiment, it is expected that minimal changes will be made to the workstreams.  Modifications to workstreams that require changes in requested resources must come in writing as updates to this application form.  Any changes to existing workstreams should be rigorously tested and timed to ensure that they do not cause any outages in data delivery.

2) The project form must be updated every 12 months.

Project Overview

	Name of Project
	HFIP-GR

	Source(s) and duration of funding for project:
	NOAA HFIP

	Management Point of Contact (name, email)
	John.Johansen@noaa.gov

	Technical Point of Contact (name, email)

- Lead person responsible for workstream implementation
	John.Johansen@noaa.gov

	Support Points of Contact 

- List of all users who should be notified in the case of technical issues (names, emails, phone number)
	Peter.Buckeye@noaa.gov
Jane.Peters@noaa.gov

	Date code will be ready for system integration

- Date should be at least 2 weeks before runs start.  Code should be running correctly and in the time frame you expect.  The two weeks is for the system team to work with the project technical staff to get the workstream running properly in real-time
	6/30/2011

	Date production runs are scheduled to start
	8/1/2011

	Date production runs are scheduled to end
	11/30/2011

	On which HPCS system will this run (Jet, HFIP,NESCC)?
	HFIP


	Project justification.  Discuss areas of importance including why real-time completion is required, supporting NOAA’s core mission, connection to funding listed above, and external visibility for NOAA:

This project is to improve real-time forecasting of hurricanes produced in the great lake region.




Please fill out the remainder of the questions for each workstream. If necessary, create new copies of the following pages.  For example, if full project consists of two separate workstreams, complete the following pages for each of them.  If there is only a slight difference between them (ex. All runs start at 20 minutes after the hour, except 0z and 12z which start at 45 minutes after the hour), just provide both cases within the same form.

See the example completed form for help on answer each question.

Data Availability

	For each data source used, please provide the data source (ex: NAM), path to the data on the system, and the file types (ex: Grib)


	GFS Ensemble (the first 8 members):

/public/grids/gep83

LAPS:

/sfs/projects/hfip-gr/wps

GFS:

/public/grib2

	What is the model resolution? (or multiple for nested configurations).  If there are multiple components to the workstream of different resolutions, please list them all.
	Parent Grid: 9km, 170x155

Nest: 3km 202x202

	What is the forecast duration of each model run?
	Parent: 120hrs, Nest: 12hrs

	What is the output frequency for the model run?
	Parent: 3hr, nest: hourly

	Describe the amount and location of data produced

- Number of files, size of files, location of output directories
	/sfs/projects/hfip-gr/domains

40 parent netCDF files at 63MB each

12 nest netCDF files at 97 MB each

	Where are these data transferred after the completion of the run

- Provide primary customer, external system names, and data transfer methods
	Files are transferred to NHC


Job management

	Are you using the workflow manager?
	Yes

	If not, what mechanisms are you using to ensure correct workflow completion?
	

	Please specify the location of the batch scripts used in the runs.

If using the workflow manager, please provide the full path to the XML file.
	Xml:/home/jane.peters/hfip-gr/hfip-gr.xml

Batch: /home/jane.peters/hfip-gr/scripts

	Please specify the location and naming convention for all logs produced by the runs.  Please be specific as to which log files are generated by each workflow component.
	/sfs/projects/hfip-gr/logs/$CASE/real.out

/sfs/projects/hfip-gr/logs/$CASE/wrf.out

	What external dependencies does this workflow have?:

- External dependencies can be other jobs and data and can be existing jobs on Jet or external to the system.
	LAPS analysis output.  If data does not arrive by epoch + 45 minutes, ignore data and just use GFS-ENS

	Define metrics for successful workflow completion from the customer’s perspective. Include:

· Number of files

· First system outside of Jet where the files are delivered

· Drop deadline of customer data access
	All output files created, preprocessed, and delivered.


Workflow Time Requirements

	Relative to the top of the hour of each case, when do the workflows start?

· Ex: hourly, 0z and 12z, daily, etc

· This is referred to as the epoch
	0z,6z,12,18z

	In hours:minutes, what is the deadline for completion of a run (relative to the epoch)?  
	+8:30

	For each data type, what is the earliest time that the input data will be available?

- Please provide the answer in the minutes after the hour that represents the run, this answer is probably the same as the question above
	GFS-ENS : available at epoch

LAPS (scp from Donkey) at epoch +30m


System Dependencies

	Under which user will the workflow run?
	Rthfipgr

	Uner which account will the workflow run?
	Rthfipgr

	Which filesystems does the workflow use? Please provide the full path to the root of the workstream, or provide enough detail to know where things are run if there are multiple.
	/sfs/projects/hfip-gr


Parallel Performance Characteristics:

For each component of the workflow that is parallel, please provide a performance scaling study.  This means, run that component with a range of cores from the smallest that will fit in memory to 2x the number you believe you will need to use.  Please provide at least 5 data points.  To time this, submit the script and when it is completed, look up the time used in SGE with the command:

# user_qacct  -j $JOB_ID

Look for the entry ru_wallclock.  The time is in seconds.

Note: The number of cores used should be a multiple of the number of cores per node (ex; tJet and NESCC have 12 cores/node).   Please indicate the cores requested by the batch system as well as the cores actually used as well as the layout of the cores on each node (the difference could be caused by I/O cachers).  Add more tables as necessary.

	Model/Cores
	12
	24
	
	
	

	Metgrid(gfs-ens)
	632
	649
	
	
	

	Metgrid(laps)
	499
	533
	
	
	

	Real(gfs-ens)
	242
	262
	
	
	

	Real(laps)
	213
	225
	
	
	


	Model/Cores
	64
	128
	256
	384
	

	WRF
	8064
	4483
	2945
	2801
	


Serial Performance Characteristics:

For each component that is serial (uses only 1 core), report the amount of memory that is used.  To do this, run the code then inspect the SGE log information:

# user_qacct –j $JOB_ID

Look for the entries maxvmem and ru_wallclock. The entry maxvmem shows the memory used by the job.  The entry ru_wallclock shows the wallclock time used by the job.

	Component
	Wrfpost
	
	
	

	Mem Usage
	4.3GB
	
	
	

	Wallclock Time
	64
	
	
	


Compiler Options

Please provide the compiler name and optimizations used to build each component of the workflow:

	Executable Name
	Compiler
	Optimizations

	Real
	Mpif90
	-O3 –xHOST

	Metgrid
	Mpif90
	-O3 –xHOST

	Wrf
	Mpif90
	-O3 –xHOST

	Wrfpost
	ifort
	-O3 –xHOST

	
	
	

	
	
	


The Job Name should match the naming convention in the sections above.  The compiler is either Intel or PGI.  If you are using the system defaults, just say “default”.  List all optimizations use to compile that model component (eg. -O3 -xT -pad).

Job Workflow Form

Please provide a graphical workflow of all of the tasks that make-up the job workflow.  One diagram is needed for each workflow.  Hand drawn pictures are acceptable.  Please include the name of the process as well as the number of cores that you estimate that you need.  If there is a dependency based on file output (like a post process which runs one time for each output file) please note it in the

Graphic.
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